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Abstract— Detection of depression through messages sent by a 

user on social media can be a complex task due to the 

popularity and trends in them. In recent years, messages and 

social media has ended up being a very close representation of 

a person’s life and his mental state. This is a huge stockpile of 

data about a person’s behavior and can be used for detection 

of various mental illnesses (depression in our case) using 

Natural Language Processing and Deep Learning. This 

project is about constructing a deep learning model using 

NLP to predict such mental disorders. STM networks are 

well-suited to classifying, processing and making 

predictions based on time series data, since there can be lags 

of unknown duration between important events in a time 

series. 
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INTRODUCTION 

Depression as a common mental health 

disorder has long been denned as a single disease 

with a set of diagnostic criteria. It often co-occurs 

with anxiety or other psychological and physical 

disorders; and has an impact on feelings and 

behavior of the affected individuals. According 

to the WHO study, there are 322 million people 

estimated to suffer from depression, equivalent to 

4.4% of the global population. In today’s world, 

communication through social media is emerging 

as a big deal. They’re willing to share their 

thoughts, stories and their personal feelings, 

mental states, desires on social network sites , 

blogging platforms etc.. Receivers use the 

manuscripts from emails and other types of social 

media comments to form proper reasoning and to 

correct the mistakes. When people write digitally 

on social media, their texts are processed 

automatically. Natural language processing 

techniques are used to infer people’s mental 

behavior.  

According to WHO, depression is a common 

worldwide folio that affects an enormous amount 

of individuals irrespective of their age. There are 

multiple factors that interfere the depression 

detection and treatment like lack of professional 

specialists, social shaming, improper diagnosis 

and so on. The ever-lasting depression disorder 

could lead to suicide if the depressed individuals 

are not supplied with proper consultancy, instant 

help and can also suffer from anxiety. This work 

is targeted on the detection of depression and 

anxiety from tweets. The experiment conducted 

during this work requires the text data so the 

chosen data source is Twitter where people tweet 

about their feelings, hopes, desires, thoughts, 

stories and mental states. 

 The goals of our research are: collect the 

publicly available media messages of healthy and 

self-diagnosed individuals which contains mixed 

emotions so evaluate the extracted Twitter data 

and apply NLTK and deep learning classifiers 

such as LSTM-RNN to predict depressive and 

anxiety tweets. We can search for a solution to a 

performance increase through a proper features 

selection and their multiple feature combinations. 

First, we choose the most beneficial linguistic 

features applied for depression identification to 

characterize the content of the posts. Second, we 

analyze the correlation significance, hidden 

topics and word frequency extracted from the 

text. We compare the performance results based 

on three single feature sets and their multiple 

feature combinations. In our experiment, we use 

data collected from the Reddit social media 

platform. 
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AIMS AND OBJECTIVE 

• Identify the most effective deep neural 

network architecture among a few of selected 

architectures that were successfully used in 

natural language processing tasks. 

• The architectures are used to detect users with 

signs of mental illnesses (depression in our 

case) given limited unstructured text data 

extracted from the Twitter social media 

platform. 

• To investigate the effect of depression 

detection, we propose Deep learning 

technique as an efficient and scalable method. 

• The main contribution of this study lies in 

exploiting a rich, diverse, and discriminating 

feature set that contains both tweet text and 

behavioral trends of different users.  

• This study can be extended in the future by 

considering more DL models that are highly 

unlikely to over-fit the used  data and find a 

more dependable way to measure the features’ 

impact. 

III. LITERATURE SURVEY 

MICHAEL M. TADESSE, HONGFEI LIN, 

BO XU, AND LIANG YANG: we can 

significantly improve performance accuracy. The 

best single feature is bigram with the 

SupportVector Machine (SVM) classifier to 

detect depression with 80% accuracy and 0.80 F1 

scores. The strength and effectiveness of the 

combined features (LIWC + LDA + bigram) are 

most successfully demonstrated with the 

Multilayer Perceptron (MLP) classifier resulting 

in the top performance for depression detection 

reaching 91% accuracy and 0.93 F1 scores [3]. 

P.V. Rajaraman Asim Nath, Akshaya P.R, 

Chatur Bhuja G: Messages and social media has 

ended up being a very close representation of a 

person’s life and his mental state. This is a huge 

stockpile of data about a person’s behaviour and 

can be used for detection of various mental 

illnesses (depression in our case) using Natural 

Language Processing and Deep Learning [1]. 

Akshi Kumara, AditiSharmab, 

AnshikaArorac : This mixed anxiety-depressive 

disorder is a predominantly associated with 

erratic thought process,restlessness and 

sleeplessness. Based on the linguistic cues and 

user posting patterns, the feature set is defined 

using a 5-tuple vector <word, timing, frequency, 

sentiment, contrast>. An anxiety-related lexicon 

is built to detect the presence of anxiety 

indicators. Time and frequency of tweet is 

analyzed for irregularities and opinion polarity 

analytics is done to find inconsistencies in 

posting behaviour. The model is trained using 

three classifiers (multinomial naïve bayes, 

gradient boosting, and random forest) and 

majority voting using an ensemble voting 

classifier is done [2]. 

Michael M. Tadesse  ; Hongfei Lin ; Bo 

Xu  ; Liang Yang: We can significantly improve 

performance accuracy. The best single feature is 

bigram with the Support Vector Machine (SVM) 

classifier to detect depression with 80% accuracy 

and 0.80 F1 scores. The strength and 

effectiveness of the combined features (LIWC + 

LDA + bigram) are most successfully 

demonstrated with the Multilayer Perceptron 

(MLP) classifier resulting in the top performance 

for depression detection reaching 91% accuracy 

and 0.93 F1 scores. According to our study, 

better performance improvement can be achieved 

by proper feature selections and their multiple 

feature combinations [6]. 

Hoyun Song, Jinseon You, Jin-Woo Chung 

Jong C. Park: we propose Feature Attention 

Network (FAN), inspired by the process of 

diagnosing depression by an expert who has 

background knowledge about depression. We 

evaluate the performance of our model on a large 

scale general forum (Reddit Self-reported 

Depression Diagnosis) dataset. Experimental 

results demonstrate that FAN shows good 

performance with high interpretability despite a 

smaller number of posts in training data. We 

investigate different aspects of posts by 

depressed users through four feature networks 

built upon psychological studies, which will help 

researchers to investigate social media posts to 

find useful evidence for depressive symptoms 

[7]. 

Raza Ul Mustafa, Noman Ashraf, 

Fahad Shabbir, Ahmed Javed Ferzund, 

Basit Shahzad, Alexander Gelbukh: A sample of 
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their recent tweets collected ranges from (200 to 

3200) tweets per person. From their tweets, we 

selected 100 most frequently used words using 

Term Frequency-Inverse Document Frequency 

(TF-IDF). Later, we used the 14 psychological 

attributes in Linguistic Inquiry and Word Count 

(LIWC) to classify these words into emotions. 

Moreover, weights were assigned to each word 

from happy to unhappy after classification by 

LIWC and trained machine learning classifiers to 

classify the users into three classes of depression 

High, Medium, and Low. According to our study, 

better features selections and their combination 

will help to improve performance and accuracy 

of classifiers [4]. 

Kali Cornn :  a dataset of scraped Reddit 

comments, this project aims to classify 

depression in comments. Focusing on the setting 

of social media, this project explores methods of 

machine learning and neural network 

architectures for identifying depression in 

digitally shared text entries. This project 

developed machine learning (logistic regression, 

support vector machines), a BERT-based model, 

and neural networks with and without word 

embeddings (CNN) for this classification task 

[5]. 

 

IV. DESIGN AND IMPLEMENTATION 

A. Proposed System 

Mental illness detection in social media can be 

considered a complex task, mainly due to the 

complicated nature of mental disorders. In recent 

years, this research area has started to evolve 

with the continuous increase in popularity of 

social media platforms that became an integral 

part of people’s life. This close relationship 

between social media platforms and their users 

has made these platforms to reflect the users’ 

personal life with different limitations. In such an 

environment, researchers are presented with a 

wealth of information regarding one’s life. In 

addition to the level of complexity in identifying 

mental illnesses through social media platforms, 

adopting supervised machine learning approaches 

such as deep neural networks have not been 

widely accepted due to the difficulties in 

obtaining sufficient amounts of annotated 

training data. Due to these reasons, we try to 

identify the most effective deep neural network 

architecture among a few of selected 

architectures that were successfully used in 

natural language processing tasks. We present a 

new model NLTK with LSTM. The chosen 

architectures are used to detect users with signs 

of mental illnesses (depression in our case) given 

limited unstructured text data extracted from the 

Twitter social media platform. 

 
Fig. 1  System flow Diagram 

 
Fig. 2 Data Flow Diagram 
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Data for the model will be extracted from the 

Twitter website. Data will be in unstructured 

format and it will have lots of useless data. So we 

will first do data cleaning. Once we clean the 

data we will apply EDA for finding the polarity 

of the data like positive, neutral, or negative 

automatically or many complex sentiments like 

happiness, sadness, anger, joy, etc. Once EDA is 

done will pass the data to the NLTK model and 

LSTM model and we will select the model giving 

the best accuracy. 

Modules 

1) Data selection: A training set is used to train 

the machine learning process to understand the 

potential relationship between the explanatory 

variables and target variable.  

2) Data Cleaning: Data cleaning means filtering 

and modifying your data such that it is easier to 

explore, understand, and model. Filtering out the 

parts you don't want or need so that you don't 

need to look at or process them. 

3) Data imputation: Machine learning algorithms 

require numeric input values, and a value to be 

present for each row and column in a dataset. As 

such, it is common to identify missing values in a 

dataset and replace them with a numeric value. 

4) Data Analysis: A method of data analysis that 

automates analytical model building. It is a 

branch of artificial intelligence based on the idea 

that systems can learn from data, identify patterns 

and make decisions with minimal human 

intervention. 

5) Data visualization: Data visualization is the 

representation of data or information in a graph, 

chart, or other visual format. Machine 

learning makes it easier to conduct analyses such 

as predictive analysis, which can then serve as 

helpful visualizations to present. 

6) Training: Training data is the data you use 

to train an algorithm or machine learning model 

to predict the outcome you design your model to 

predict. 

7) Testing: A test dataset is a dataset that is 

independent of the training dataset, but that 

follows the same probability distribution as the 

training dataset. 

8) Algorithm selection:  

Machine learning algorithms are the engines 

of machine learning, meaning it is 

the algorithms that turn a data set into a model. 

B. Proposed Methodology 

The goal of our analysis is to gather the 

publically accessible media messages to guage 

the extracted Twitter information and apply 

NLTK and deep learning classifiers like LSTM-

RNN to predict depressive and anxiety tweets. 

First, we elect the foremost helpful linguistic 

options applied for depression identification to 

characterize the content of the posts. Second, we 

tend to analyze the correlation significance, 

hidden topics and word frequency extracted from 

the text. 

Sentiment analysis, works because of language 

process (NLP) to mechanically confirm the 

emotional tone behind on-line conversations. 

There are a unit completely different algorithms 

we'll implement in our project, betting on what 

proportion information have to be compelled to 

analyze, and the way correct it wants our model 

to be. 

1) language Toolkit (NLTK): The language 

Toolkit may be a suite of libraries and programs 

for symbolic and applied mathematics language 

process (NLP) for English written within the 

Python artificial language. NLTK includes 

graphical demonstrations and sample 

information. it's amid a book that explains the 

underlying ideas behind the language process 

tasks supported by the toolkit, and a cookery 

book. 

NLTK may be a powerful Python package that 

gives a group of numerous natural languages 

algorithms. It is free, open supply, simple to use, 

giant community, and well documented. NLTK 

consists of the foremost common algorithms like 

tokenizing, part-of-speech tagging, stemming, 

sentiment analysis, topic segmentation, and 

named entity recognition. NLTK helps the pc to 
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analysis, pre-process, and perceive the written 

language. 

2) Long Short Term Memory (LSTM): The 

central role of AN LSTM model is command by 

a memory cell referred to as a ‘cell state’ that 

maintains its state over time. The cell state is that 

the horizontal line that runs through the highest 

of the below diagram. It is visualised as a 

conveyor through that info simply flows, 

unchanged. info is adscititious to or off from the 

cell state in LSTM and is regulated by gates. 

These gates optionally let the data flow in and 

out of the cell. It contains a point-wise 

multiplication operation and a sigmoid neural 

web layer that assist the mechanism. 

 
V. CONCLUSION 

We have exhibited the capability of using 

twitter as a tool for measuring and detecting 

major depression among its users. To give a clear 

Feature Attention Network: 

Interpretable Depression Detection from Social 

Media understanding of our work, numbers of 

research challenges were stated. The algorithms 

are designed to analyze the tweet for emotion 

detection as well as for detection of suicidal 

thoughts among people on social media. The 

mechanism does analysis of the tweets for 

prediction of depression without checking the 

validity of tweets. Social media is an open 

platform where many people refrain from telling 

their true emotions that might relate to depression 

they are facing, and so the model analysis here 

are mostly based on the prediction from posts 

using various machine learning algorithms. The 

main requirement of model is to be perfectly able 

to predict the result as there are a number of 

implementations that require verification of data 

before predicting the thoughts or posts of the 

person as suicidal or non-suicidal, we will 

developed new model with combination NLTK 

& LSTM for better Performance result. 
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Abstract: Due to the rapid development of new technologies, data security is one of the big challenges in today’s world. 
Particularly, in the healthcare field, a large amount of data is generated every day. To maintain the patient personal records by 
manually and handling them, is not very sure, and Also avoiding the paper-work in the health care industry is not a good 
practice. As more records are stored electronically they need security and confidentiality. Different methods were proposed to 
prevent both internal and external threats in the healthcare industry. In healthcare industries record are extremely sensitive; 
therefore requires more security and privacy when storing and sharing of those records. The security as well as the privacy of 
sensitive health records are the major challenges in health care industries. To prevent unauthorized access to the healthcare 
records the user should be authenticated to get access to the records. To secure the data, cryptography techniques are used. The 
first is symmetric key encryption techniques which use only one key for both encryption and decryption of the data. Their design 
simple but can be easily cracked by using brute force attacks. On the other hand, the second is asymmetric key encryption 
techniques which use a pair of keys, one for encryption, and the other for decryption, whose security is higher as compared to 
the symmetric key encryption ones but lack in time efficiency. In our proposed system different access control mechanisms are 
used to provide security and confidentiality on healthcare records.  
Keywords  

I. INTRODUCTION 
Data is continuously exchanged over different networks. It is correct to say that a huge part of the data is private or confidential 
which demands stronger techniques of encryption. There are two commonly used cryptography techniques for securing the data that 
is transmitted over the network, these are encryption and decryption. Therefore, there are a lot many encryption-decryption systems 
to encrypt and decrypt the transmitted information. The first is symmetric key encryption techniques which use only one key for 
both encryption and decryption of the data. Their design simple but can be easily cracked using brute force attacks. On the other 
hand, the second is asymmetric key encryption techniques which use a pair of keys, one for encryption, and the other for decryption, 
whose security is higher as compared to the symmetric key encryption ones but lack in time efficiency. 
 We want to store the data in cloud computing provide many advantages in today’s  IT world, which enable flexibility and low-cost 
usage of computing resource. It provides computing resources dynamically via the internet but has some challenges related to data 
confidentiality, data privacy, and security that may occur. In health care industries record are extremely sensitive; therefore required 
more security and privacy when storing and sharing those records. The security, as well as the privacy of the sensitive health 
records, is the major challenge that prevents in the health care industries. To prevent this from unauthorized Access to the health 
records the user will have to be authenticated to get access to the record. In this paper, we have developed a new health care system 
to increase patient trust and information integrity through privacy and security. By using the ECC with CP-ABE are providing more 
security and privacy of health care records. the implementation is proposed using python as the high-level programming language. 
python supports built libraries to develop cryptographic implementations. There are many third-party organizations and developer 
communities that provide cryptographic extensions to develop projects. Minimum time required to access and deliver records. To 
make the system more secure. Less time spent on non-value-added tasks. 

 
II. AIM & OBJECTIVE 

The purpose is to design a medical application that contains up to date information about the medical industry. That should improve 
the efficiency of medical record management. Providing the online interface for data owner and data user etc. Increasing the 
efficiency of medical record management. Minimum time required to access and deliver user records. To make the system more 
secure. Less time spent on non-value-added tasks.ECC is better than RSA, they provide better security by our proposed system. The  
CP-ABE are providing more security and privacy of health care records. The main aim of the proposed system to increase patient 
trust and information integrity through privacy and security. 
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III. LITERATURE SURVEY 
Yujiao Song, HaoWang, XiaochaoWei, LeiWu: They design an ABE scheme that protects user’s privacy during key issuing. In this 
scheme, they separate the functionality of attribute auditing and key generating to make ensure that the KGC cannot know the user’s 
attributes and so that the attribute auditing center (AAC) cannot obtain the user’s secret key and the date will be secure.  
Muhammad Yasir Shabir, Asif Iqbal, Zahid Mahmood_, and AtaUllah Ghafoor: In this paper Storing sensitive data on untrusted 
servers is a big challenge. For confidentiality, proper access control for sensitive data and encryption techniques are used. However, 
such access control strategies are not feasible in cloud computing because of their insufficiency of flexibility, scalability, and fine-
grained access control.  
Rather then that Attribute-Based Encryption (ABE) techniques are used in the cloud. This paper completely surveys all ABE 
schemes and creates a balancing table for the key criteria in cloud applications. 
Kamlesh Gupta; Sanjay Silakari; Ranu Gupta; Suhel A. Khan: They are proposed an image encryption method using elliptic curve 
cryptography (ECC).  
RSA is too slow than ECC because ECC requires a smaller key size. In this technique, every pixel of the original image is 
transformed into the elliptic curve point (Xm, Ym) and those elliptic curve points convert into cipher image pixel. The proposed 
system gives an equally small block size, high speed, and security. 
Saeid Bakhtiari; Subariah Ibrahim; Mazleena Salleh; Majid Bakhtiari: They are proposed image encryption by using ECC and 
before image compression is proposed system. The results of the proposed system and analysis of applying ECC for image 
encryption/decryption, encryption performance, and compression performance. 
M. Vignesh, Naresh: In Electronic Health Records data stored on the cloud they need security and privacy concerns. Different 
technic was proposed to prevent both internal and external threats in the healthcare structure. In this paper, different access control 
mechanisms are used to gives security and confidentiality on Personal Health Records. Electronic Health Record, Cloud data 
Storage, Access Control mechanism ...etc 
 Karishma Bhirud, Dipashree Kulkarni, Renuka Pawar, Prachi Patil: Their proposed system used an Elliptic Curve Cryptography 
algorithm. 
The ECC has generated the key using a point on the curve and encryption and decryption techniques happen through the curve. In 
this paper, the encryption and key generation process takes place rapidly. 
Vipul Goyal, Omkant Pandey, Amit Sahai Brent Waters x: In this paper, they develop a new cryptosystem to grain and shared 
encrypted data that is known as Key-Policy Attribute-Based Encryption (KP-ABE). The ciphertexts are tagged with sets of 
attributes and the private keys are connected with access structures that control which ciphertext user can decrypt the data. They 
show the applicability of construction to the sharing control list and broadcast encryption. The construction supports the delegation 
of private keys which carry a  Hierarchical Identity-Based Encryption (HIBE). 
 

IV. PROPOSED SYSTEM 
To avoid the drawback of the existing manual system, we propose the computerized system. This system helps in maintaining the 
database of the medical organization. This system provides easy access to patient information at any time and can be kept safely for 
a long period without any damage.  
A manual system requires a lot of time and manpower. But, in this system, all work is computerized. So, the accuracy of the data is 
also maintained. Maintaining backup is very easy also. This system allows authorized members to access the record of the medical 
industry. date owner will manage the whole system.  
The design of the patient healthcare information management system. we propose a novel updated  CP-ABE system which can be 
used for the medical record. we develop medical healthcare application where data owner will be select the file from their system 
and generate public and private key’s by using ECC algorithm, While date owner defines the access policy by using CP-ABE and 
encrypt a file by using AES (128 bit) algorithm will be stored in personal system  Data user will send a  request to the data owner 
for accessing records.  
If the requested record is found the key will be exchanged using the Diffie-hellman key exchange algorithm. while checking access 
policy in the ciphertext of the attribute-based decryption can be done or else due to unauthorized accesses and noncompliance of the 
access policies decryption will be denied.  
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Fig: system flow Diagram 

A. Modules  
1) Data Owner: The data owner will select the file from their system and will generate public and private keys by using the ECC 

algorithm, while the data owner defines the access policy by using CP-ABE(ciphertext attributed based encryption) then 
encrypts the file by using AES (128 bit) algorithm. The encrypted file will be stored on the personal system. 

2) Key Generation: The public and private keys will be generated By using the ECC algorithm. 
Using the form y2=x3+ax+b. 

3) Ciphertext –ABE policy: The data owner will decide the access policy for authorized users, who will have decryption access for 
the encrypted files. 

4) Encrypted File: The data owner will encrypt the data file using CP-ABE and AES(128 bit )algorithm. 
5) Decrypted File: Data user request for a file to the data owner. The key will be exchanged using the Diffie –Hellman key 

exchange algorithm. The data owner will check the key with CP-ABE access policy with keys, if the accesses policy condition 
is satisfied then decryption will be performed otherwise decryption is not allowed to the data user. 

6) Data User: The data user will send a  request to the data owner for accessing records. if the requested record is found the key 
will be exchanged using the Diffie-hellman key exchange algorithm. while checking access policy in the ciphertext of the 
attribute-based decryption can be done or else due to unauthorized accesses and noncompliance of the access policies 
decryption will be denied.  

 
V. RESEARCH METHODOLOGY 

A. Elliptic Curve  Cryptography 
Elliptic-curve cryptography (ECC) is an approach to public-key cryptography based on the algebraic structure of elliptic curves over 
finite fields. ECC requires smaller keys compared to non-EC cryptography (based on plain Galois fields) to provide equivalent 
security. Elliptic curves are applicable for key agreement, digital signatures, pseudorandom generators, and other tasks. Indirectly, 
they can be used for encryption by combining the key agreement with an asymmetric encryption scheme. They are also used in 
several integer factorization algorithms based on elliptic curves that have applications in cryptography, such as Lenstra elliptic curve 
factorization.  
The use of elliptic curves in public-key cryptography was proposed by Koblitz and Miller independently in 1985 and since then, an 
enormous amount of work has been done on elliptic curve cryptography.  
A general elliptic curve takes the general form as:  
y2=x3+ax+b 
Where x, y are keys and a, b are integer modulo p, which satisfies  
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B. Diffie-Hellman Key Exchange  
Diffie -Hellman key exchange Algorithms is developed by Whitefield Diffie and Martin Hellman in 1976 to overcome the problem 
of key agreement and exchange. It enables the two parties who want to communicate with each other to agree on a symmetric key, 
the key can be used for encrypting and decryption, note that Diffie Hellman key exchange algorithm can be used for only key 
exchange not for encryption and decryption process. The algorithm is based on mathematical principles. 
The algorithm is based on Elliptic Curve Cryptography which is a method of doing public-key cryptography based on the algebra 
structure of elliptic curves over finite fields. The DH also uses the trapdoor function just like many other ways to do public-key 
cryptography.  
 A general form as:  
 (ga mod p)b mod p = gab mod p 
(gb mod p)a mod p = gba mod p 

C. Attribute-Based Encryption  
It is a public key algorithm based on many encryptions and user attributes that allows the users to encrypt and decrypt the 
information so that the structured accessed contains the certified sets of attributes and restricts the notice to monotone access 
structure.  
1) Attribute-based encryption is more flexible. 
2) The ABE is secure because the encryption data contain the attributed rather than data 
a) Key Policy ABE: In KP ABE data sender use a collection of attributes to labels cipher. A trusted authority issues the private key 

of the user from an access structure that specifies the type of ciphertext that can be decrypted. The KP ABE is suitable for 
organizations with hierarchies that specify which file is accessible by which user.  

b) Cipher-Text Policy ABE: In CP-ABE Scheme a data sender encrypts the message using a traditional encryption scheme. An 
access policy is specified in form of access structure over attributes in the cipher-text. The access structure specifies users that 
are capable of accessing the cipher-text. The users decrypt the cipher-text if only their attributes match the access policy 
associated with the encrypted data.  

 It is more suitable for use in actual Applications within the environments.  
 It is capable of specifying the users that can decrypt the encrypted version of the file.  

 
D. AES Algorithm 
AES is an iterative rather than a Feistel cipher. It is based on ‘substitution–permutation network’. It comprises a series of linked 
operations, some of which involve replacing inputs by specific outputs (substitutions) and others involve shuffling bits around 
(permutations). Interestingly, AES performs all its computations on bytes rather than bits. Hence, AES treats the 128 bits of a 
plaintext block as 16 bytes. These 16 bytes are arranged in four columns and four rows for processing as a matrix. Unlike DES, the 
number of rounds in AES is variable and depends on the length of the key. AES uses 10 rounds for 128-bit keys, 12 rounds for 192-
bit keys, and 14 rounds for 256-bit keys. Each of these rounds uses a different 128-bit round key, which is calculated from the 
original AES key. The schematic of the AES structure is given in the following illustration 

 
Fig. schematic structure of  AES 
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VI. CONCLUSION 
Health Care System lead to a better organization structure since the information management of the patients is well structured & 
also lead to better as well as efficient utilization of resources. The system has been developed error free and at the same time, it is 
efficient and less time-consuming. 
This system is only for the health care industries. The information is stored in the system can be accessed at any time by using this 
system & there will be no wastage of resources in health care industries.  So this system performs paperless work & manages all 
data efficiently. It provides easy, accurate, unambiguous & faster data access. 
The purpose of developing this software is to generate the desired reports accesses as required. We Conclude that this project 
adequately manages all the information & provide security to the medical record. 
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Abstract - In remote sensor systems, filter convention control 
is more proficient in terms of channel utilization and energy 
efficiency. Vitality utilization is overwhelming portion in any 
wireless sensor systems to be work on. These are numerous 
low energy utilization steering Conventions outlined and tried 
to save vitality of a WSN and eventually to extend lifetime of 
network. This work proposed the utilization of LEACH (Low 
Energy Adaptive Clustering Hierarchy) calculation to which 
guarantees a harmony between energy utilization and 
postponement to determine energy issue in WSNs. Bunch 
based various levelled directing conventions assume a 
fundamental function in diminishing the energy utilization of 
remote sensor organizations (WSNs). To accomplish good 
execution as far as diminishing the sensor energy utilization, 
the proposed IEE-LEACH represents the quantities of the ideal 
CHs and precludes the hubs that are nearer to the base station 
(BS) to participate in the bunch Arrangement. Moreover, the 
proposed IEE-LEACH utilizes another limit for choosing CHs 
among the sensor hubs, and utilizes single jump, multi-bounce, 
and mixture correspondences to additionally improve the 
energy productivity of the organizations. The reproduction 
results exhibit that, contrasted and some current steering 
conventions, the proposed convention significantly decreases 
the energy utilization of WSNs 

Key Words: LEACH Protocol1, WSN2  

1. INTRODUCTION 

Basic test in far off frameworks is that radio connections are 
dependent upon transmission control, obscuring, and 
obstruction, which spoil the data movement execution. This 
test is exacerbated in far off sensor organizations (WSNs), 
where genuine imperativeness and resource limitations 
block the use of various progressed strategies that might be 
found in other far off systems. The essential, financially 
savvy arrangement dependent on the methodology of fiery 
package length control to push ahead the execution in these 
fluctuating conditions. A trade-off exists between the long for 
to lessen the header overhead by making pack immense, and 
the need to diminish bundle screw up rates (PER) inside the 
rambunctious 

Channel by utilizing little package length. Existing 
methodologies commonly necessitate that a bunch of 
boundaries to be deliberately tuned with the end goal that it 
can all the more likely arrange the degree of stream seen by 
a specific information follow. Nevertheless, any settled 

arrangement of boundaries won't adjust to the changing 
conditions since one boundary set doesn't fit. 

 An organization of organizations is called an internetwork, 
or just the web. It is the biggest organization in presence on 
this planet. The web massively interfaces all WANs and it can 
have association with LANs and Home organizations. Web 
utilizes TCP/IP convention suite and utilizations IP as its 
tending to convention. Present day, Web is broadly executed 
utilizing IPv4. In light of lack of address spaces, it is slowly 
relocating from IPv4 to IPv6. (WSN) is a correspondence 
stage, whatever can affect a couple of Data Correspondence 
features later on. Preceding now, WSN has been getting real 
investigation thought due to its different suitability in a 
couple of fields of human endeavour. WSNs depends upon a 
couple of minimal nonessential free devices called sensor 
centres to shape an association. The specific center points in 
WSN can recognize an atmosphere, measure the 
distinguished data, or send it to a central unit for planning 
through a far off association. 

 The regular interest for WSN keeps growing, going from 
military use to public, ground, and space use. WSN rose in 
view of the enhancements in the smaller than usual 
electromechanical arrangement (MEMS) development and in 
far off trades. WSNs have starting late become a fascinating 
field of investigation starting late; a WSN is contained a 
couple of sensor canters (distant) which partners with 
structure a sensor field and a sink. The major issues in the 
WSN are the enormous number of centers used, their low 
power rating, and their impediment to short division 
correspondence These center points participate to 
accomplish information identifying, following, and 
transmission , making the far off sensors sensible for the 
checking of ordinary occasions and characteristic changes 
surveying traffic advancements, controlling security, and 
noticing military 

 These applications require a high trustworthiness of the 
sensor associations and to improve the immovable nature of 
sensor associations, progressing examinations have focused 
in on heterogeneous WSNs.  

Experts have commonly accumulated sensor centers into 
bundles in bearing to achieve the purpose of association 
flexibility; each social affair has a gathering head (CH) who is 
picked by the people from a gathering or is pre-allotted by 
the association creator. Also, any sensor that is more 



IOSR Journal of Electronics and Communication Engineering (IOSR-JECE) 

e-ISSN: 2278-2834,p- ISSN: 2278-8735.Volume 16, Issue 2, Ser. II (Mar - Apr 2021), PP 06-10 
www.iosrjournals.org 

 

DOI: 10.9790/2834-1602020610                               www.iosrjournals.org                                                 6 | Page 

Design and Analysis of MIMO Dual Band Patch Antenna for 5G 

New Radio Applications in Mobile Terminals 
 

Swati Dhandade,Tarannum Pathan 
Student, Department of Electronics & communication,  Priyadarshini Bhagwati College of Engineering, 

Nagpur, India. 

Professor, Department of Electronics & communication,   Priyadarshini Bhagwati College of Engineering, 

Nagpur, India. 

 

Abstract:  This paper presents a dual-band monopole antenna design with compact size for 5G communication 

under 6 GHz band frequency. The metallic monopole stub structure is used for miniaturization of antenna. It has 

a compact size of 24 mm × 14 mm × 1.6 mm3. The suggested antenna has been design on FR4 material with ɛr 

= 4.4 with 1.6 thickness. The L-shape monopole antenna is modified by adding semi-circular element in 

radiating structure of monopole to obtain dual-band resonance. The proposed antenna has 5G application in 

the bands of 2.5 GHz (2.34 GHz-2.62 GHz) and 3.6 GHz (3.20 GHz-5.20 GHz). The bandwidth of antenna 

getting 280MHz and 2300MHz at 2.5GHz and 3.6GHz respectively. VSWR is less than 1.06 for both the bands. 
The designed dual band monopole antenna covers 5G bands of 2.3-2.4GHz (n30/n40), 2.4-2.5GHz 

(n7/n38/n41/n90), and 3.2-5.2GHz (n77/n78/n80). This proposed dual band monopole antenna is suitable for 

5G Communications. 

Index Terms - Monopole, Dual-band, Miniaturization, 5G and L shape. 
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I. Introduction 
The fifth generation (5G) communication has been widely discussed to provide high data-rate 

communications in the future. The design and testing of the 5G communication system huge on the 

understanding of the propagation channels [1], and a large body of channel measurements is thus required. 

Currently, 5G mobile systems are broadening their spectrum to support a high data rate. In the World Radio 

Communication Conference (WRC) in 2015, the 5G candidate frequency bands below 6 GHz have been widely 

discussed, and the following frequency ranges have been suggested: 470–694, 2300–2700, 3300–3800, and 

4500–4990 MHz Among them, 2.5 GHz & 3.5 GHz has been widely considered, as it can be accepted for most 

of countries. Therefore this paper was focused on the propagation channel characterizations at 2.5/3.5 GHz 

bands. Previously, 2.5/3.5 GHz propagation channel has been studied mainly for the Wireless applications with 
limited bandwidth & large size [2-4] or the Broadband Fixed Wireless Access [5-6]. Few works has been 

conducted for the 5G wireless propagation channels. 

A compact dual-band antenna is designed for 4.5GHz and 7.8GHz 5G and C-band applications and the 

antenna satisfied the -10dB impedance bandwidth is 64MHz (4.468GHz4.532GHz) and 128MHz (7.736GHz-

7.864GHz) [7]. Dual-band miniaturized planar inverted F-antenna is designed for WLAN and 5G applications 

which has been designed to operate in the WLAN (2.4GHz), Bluetooth (2.4GHz), LTE2500 (2.5GHz) and 5G 

communication (4.5GHz) [8]. Single band elliptical Microstrip patch antenna is designed at 3.5GHz for 5G with 

impedance bandwidth around 700MHz and size is 48 x 26 mm [9]. Rectangular Patch antenna at 4.5GHz for 5G 

with impedance bandwidth around 700MHz and size is 50 x 40 mm presented [10].But all this antenna having 

low bandwidth and large size so with the improved bandwidth & compactness which has been taken as an 

objective for this research work. 
In this paper, a compact dual-band monopole antenna is proposed. In presented antenna, two frequency 

bands has been covered 2.5 GHz and 3.5 GHz. A compact dual-band antenna with excellent impedance 

bandwidth is proposed. 

 

II. Antenna Configuration 
The dimensions and geometry of the proposed dual band monopole antenna is shown in Fig. 2. The 

radiating L-shape element has been printed on top side of FR4 Substrate with r=4.4 and thickness (h) is 1.6mm. 
Partial ground plane is used to obtain the desired bandwidth and radiation response. Antenna-1 (as shown in 

Fig.1.a) is optimized to operate at frequency 3.5 GHz. The Antenna-1 structure incorporates L-shaped radiating 
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Abstract:- Statistical parametric speech synthesis (SPSS) combines an acoustic model and a vectored to render speech given a 
text. Typically decision tree-clustered context-dependent hidden Markov models (HMMs) are employed as the acoustic model, 
which represent a relationship between linguistic and acoustic features. Recently, artificial neural network-based acoustic 
models, such as deep neural networks, mixture density networks, and long short-term memory recurrent neural networks 
(LSTM-RNNs), showed significant improvements over the HMM-based approach. This project reviews the progress of acoustic 
modeling in SPSS from the HMM to the LSTM-RNN. Understanding sound is one of the basic tasks that our brain performs. This 
can be broadly classified into Speech and Non-Speech sounds. We have noise robust speech recognition systems in place but 
there is still no general purpose acoustic scene classifier which can enable a computer to listen and interpret everyday sounds 
and take actions based on those like humans do, like moving out of the way when we listen to a horn or hear a dog barking 
behind us 

Keywords:  SPSS, HMM, LSTM-RNNs 

1. INTRODUCTION 

The goal of text-to-speech (TTS) synthesis is to render a naturally sounding speech waveform given a text to be 
synthesized. Figure 1 outlines a human speech production process. A text (or concept) is first translated into movements 
of articulators and organs. Using air-flow from a lung, vocal source excitation signals containing periodic (by vocal cord 
vibration) and aperiodic (by turbulent noise) components are generated.  

By filtering the source signals by time varying vocal tract transfer functions controlled by the articulators, their frequency 
characteristics are modulated. Finally, the filtered source signals are emitted. The aim of TTS is to mimic this process by 
computers in some way. Text-to-speech can be viewed as a sequence-to-sequence mapping problem; from a sequence of 
discrete symbols (text) to a real valued time series (waveform).  

Typical TTS systems consist of text analysis and speech synthesis parts. The text analysis part includes a number of natural 
language processing (NLP) steps, such as word segmentation, text normalization, part-of-speech (POS) tagging, and 
grapheme-to-phoneme (G2P) conversion. This part performs a mapping from a sequence of discrete symbols to another 
sequence of discrete symbols (e.g., sequence of characters to sequence of words). The speech synthesis part performs 
mapping from a sequence of discrete symbols to real-valued time series.   

It includes prosody prediction and speech waveform generation. The former and latter parts are often called “front-end” 
and “back-end” in TTS, respectively. Although both of them are important to achieve high-quality TTS systems, this paper 
focuses on the latter one. Statistical parametric speech synthesis (SPSS) is one of the major approaches in the back-end 
part. This approach uses an acoustic model to represent the relationship between linguistic and acoustic features and a 
vocoder to render a speech waveform given acoustic features. This approach offers various advantages over concatenative 
speech synthesis , which is another major approach in the text (concept) frequency transfer characteristics magnitude 
start--end fundamental frequency air flow Sound source voiced: pulse unvoiced: noise speech  

Outline of speech production process. back-end part of TTS systems, such as small footprint and flexibility to change its 
voice characteristics However, the naturalness of the synthesized speech from SPSS is not as good as that of the best 
samples from concatenative speech synthesizers. Zen et al. reported three major factors that can degrade the naturalness 
quality of vocoder, accuracy of acoustic model, and effect of over smoothing. This paper addresses the accuracy of acoustic 
model. Although there have been many attempts to develop a more accurate acoustic model for SPSS], the hidden Markov 
model (HMM) is the most popular one. Statistical parametric speech synthesis with HMMs is known as HMM-based speech 
synthesis Inspired from the success in machine learning and automatic speech recognition, 5 different types of artificial 
neural network based acoustic models were proposed in 2013.  
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ABSTRACT 

Machine learning algorithms are complex to model on hardware. This is due to the fact that 

these algorithms require a lot of complex design systems, which are not easily synthesizable. 

Therefore, over the years, multiple researchers have developed various state-of-the art 

techniques, each of them has certain distinct advantages over the others. In this text, we 

compare the different techniques for hardware modelling of different machine learning (ML) 

algorithms, and their hardware-level performance. This text will be useful for any researcher 

or system designer that needs to first evaluate the optimum techniques for ML design, and 

then inspired by this, they can further extend it and optimize the system’s performance. Our 

evaluation is based on the 3 primary parameters of hardware design; i.e.; area, energy and 

delay. Any design technique that can find a balance between these 3 parameters can be 

termed as optimum. This work also recommends certain improvements for some of the 

techniques, which can be taken up for further research. 

 

Keywords: Hardware, model, machine, learning, optimization 

 

INTRODUCTION 

Machine learning has become a forerunner 

in optimizing algorithms ranging from 

classification, process mapping, image 

processing, audio processing, etc. These 

operations require a series of complex 

tasks, that must be done with utmost 

accuracy in order to make the overall 

system accurate. As an example, the 

classification process, consists of the 

following steps Data gathering and pre-

processing, wherein the data to be 

classified is gathered from different 

sensors and different datasets. The 

gathered data is pre-processed in order to 

convert it into a processing friendly 

format. Examples of pre-processing 

include, missing value removal, noise 

removal, etc. 

 

Feature extraction & feature selection, in 

this step the gathered data is given for 

better numerical representation via feature 

extraction. If the number of features 

exceed a given size, then feature selection 

unit is deployed that can optimize the 

feature vector. Features are extracted using 

wavelet transform Fourier transform, etc., 

while features are selected using variance-

based methods, aggregation methods, etc. 

 

Classifier design, which basically 

compares these features between training 

and testing sets. This comparison yields in 

the accuracy of the classifier. The aim of 

any classification algorithm design must 

be to optimize this accuracy value.  

 

Post-processing operations include 

prediction, recommendation, etc. based on 

the application under test. 

 

All these operations require design of 

multiple kinds of hardware units including 

but not limited to, ALUs, fuzzy circuits, 

comparators, shifters, accumulators, etc. A 
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